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Spaceborne SAR image geocoding with RFM model
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Abstract: The methodology of RFM modeling for spaceborne SAR and its application in SAR image geocoding are investi-
gated in this paper. The issues associated with model construction, parameter solution and refinement of RFM model are exten-
sively studied. When the rigorous sensor model is known, a virtual control point grid can be established in a terrain-independent
way for RFM modeling. A new approach is implemented to obtain unbiased solutions of RFM model parameters at a low compu-
tation time cost. The resultant RFM model can be used as a reliable substitute for the Range-Doppler (RD) model for geometric
processing of SAR images as the fitting accuracy with reference to the RD model is usually better than 0.01 pixels. However, in
general there will be geometric biases in the geocoded SAR images because systematic absolute geolocation errors usually exist
in the RD and associated RFM models. To solve this problem, control points are used to derive an additional mathematical trans-
formation to remove the absolute geolocation errors in the RFM model. Experimental results with ENVISAT ASAR data show
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the effectiveness of the proposed method for RFM model construction.
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1 INTRODUCTION

Synthetic aperture radar (SAR) takes an imaging geometry of
side-looking and ranging. As a result, the geometric distortions
such as foreshortening, layover and shadow make it difficult for
non-expert users to understand SAR image and to draw thematic
information. Meanwhile, SAR image is usually stored in image
coordinate system (azimuth line and range pixel) and must be con-
verted into geographic coordinate system (longitude and latitude, or
projection plane coordinates) before analysis and information ex-
traction together with other geo-spatial data. Therefore, geometric
correction is generally needed for SAR image analysis to eliminate
geometric distortion and to convert it into geographic coordinate
system for storage. The key problem for geometric correction is to
determine the corresponding relationship between the ground point
coordinates and the image coordinates, which is the very major
function that image sensor model has realized (Fraser & Hanley,
2005).

There are mainly two types of imaging sensor models: rigorous
sensor model and generic sensor model. The former usually takes
collinearity equation as its theoretic basis and is able to describe the
physical process of imaging completely and precisely. This model
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often has a complicated form, and the sensor models for differ-
ent sensor types are also different in forms. Range-Doppler model
(RD) is the rigorous sensor model generally adopted by mainstream
space-borne SAR system. It is of high precision in geometric posi-
tioning, but the solution of its positioning is iterative and its com-
puting efficiency is low.

The generic sensor model takes rational function model (RFM)
as its typical representative. It does not need to consider the physi-
cal process of sensor imaging, but directly uses mathematical func-
tions to describe the relationship between geographic coordinates
and image coordinates. Thus it has the advantages of being simple
and uniform in form and easy to realize (Hu, et al., 2004).

In operational application, the establishment of general sensor
model needs to take rigorous model as the foundation and cannot
be separated from the latter. The largest advantage of using generic
sensor model to perform the geometric correction of image is to
gain a computation efficiency that is much higher than the rigor-
ous model. However, at present the research on the generic sensor
model suitable for SAR image is limited and there are still many
problems to be solved. Therefore, in this paper we studied the
method of establishing RFM for SAR image, and furthermore, we
realized the fast and accurate geometric correction of SAR image.
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2 SENSOR MODELS FOR SAR IMAGE

As a rigorous sensor model adopted by mainstream space-borne
SAR systems, the RD model is comprised of the slant range equa-
tion and the azimuth Doppler equation. When RD model is used to
determine geographic coordinates for given image coordinates, the
Earth ellipsoid equation is needed as an additional constrain (Hans-
sen & Kampes, 2008). The establishment of RD model requires ac-
curate knowledge of satellite orbit ephemeris and SAR imaging sys-
tem parameters. As the RD model is non-linear, it is impossible to
obtain its analytic solution, and therefore the procedure of geometric
positioning with RD model is iterative. Consequently, the computa-
tion efficiency is low. Using generic sensor model to replace RD
model in the geometric correction of SAR image can effectively
solve this problem and greatly improve handling efficiency.

As a generic sensor model, the RFM model has the advantages
of being independent of sensor type, high fitting accuracy and be-
ing suitable for fast computation. It has been widely applied in the
geometric processing of high-resolution optical image, but gains
rare application in SAR image processing. In this paper, we studied
the methodology of building RFM model for spaceborne SAR im-
age, and realized the geometric correction of SAR image with RFM
model.

2.1 The mathematic form of RFM model

RFM model formulates the image coordinate (7, ¢) as a polyno-
mial ratio function with its corresponding geographic coordinate
(P, L, H) as independent variables, shown as below.

,_P(PLH)
P,L,H

Py ) )
c= p}(PsL:H)
p,(P,L,H)

Eq. (1) is called the forward transformation of RFM, and the term
of backward transformation refers to the conversion from image
coordinate to geographic coordinate. (r, c) is the normalized image
coordinate, i.e. converted the original image coordinate into the
range between —1.0 and +1.0 through offset and scaling. Similarly,
(P, L, H) is the normalized geographic coordinate, i.e. latitude,
longitude and altitude. p, means the numerator and denominator
polynomials that constitute the ratio and its common mathematic
expression is shown as below.
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where g, (=0, 1, -+, 19) is the coefficient of polynomials and called
rational polynomial coefficient (RPC). To assure the model uni-

formity, the coefficients of constant terms in the two denominator
polynomials are fixed as 1.

2.2 The general process of building RFM model

The procedure of RFM model building consists of three major

steps: the establishment of virtual control point grid, the determina-
tion of RFM model parameters, and the refinement of RFM model.
The third step requires using ground control points (GCPs).
2.2.1 Establishment of virtual control point grid

When the rigorous sensor model is known, the terrain-independ-
ent solution should be used. First, control points are evenly scat-
tered across the object space covered by SAR image, and then their
image coordinates are calculated using the rigorous RD model.
Such control points are virtually obtained and we only need to
know the rough range of altitude. For the third-order RFM model
with different denominators, at least 39 control points are needed.
2.2.2  Solving RFM model parameters

The second step of building RFM model is to establish nor-
mal equation on the basis of control points and to determine the
unknown model parameters through solving the normal equation.
Assuming that the control grid has » points, that it to say, n obser-
vations are {r, ¢, P, L,, H} (i=1, 2, ---, n), respectively, then the
following normal equation can be obtained by

A=WBX- Wi (3)

where 4 means observation error vector, and X means 78 column
vector of unknown parameter to be calculated. B is the design ma-
trix of 2n rows and 78 columns. / is a column vector of observed
value whose size is 2n. W is a weight matrix and is generally as-
sumed as identity matrix which means that all observation samples
have the same weight.

According to the principle of ordinary least squares adjustment,
the solution can be gained as below.

X =(B'WB)'B'WL )

When RFM model takes the form of third-order, there are 78
unknown parameters to be solved. Therefore, the problem of over
parameterization often appears, causing an extremely large condi-
tional number of the matrix B'B and thus making the normal equa-
tion become ill-conditioned.

There are primarily two kinds of solutions to ill-conditioned
equation: biased ridge estimation and unbiased method of itera-
tion by correcting characteristic value (ICCV). The basic idea of
ridge estimation is to add small disturbance terms as the so-called
ridge parameter to the diagonal elements of normal matrix so as to
reduce or even remove the ill-condition of normal equation for the
purpose of obtaining stable solution. The optimal determination
of ridge parameter is the key problem for ridge estimation, and its
solutions commonly used include ridge trace method, L-curve and
general cross validation (GCV). The ICCV method obtains stable
solution by using iterative process without changing the equal-
ity relation of normal equation. The specific technical details of
these methods are described in detail in documents (Hansen, 1992;
Hansen O’Leary, 1993; Golub, et al., 1979; Hanssen & Kampes,
2008; Atsushi, 1999; Toutin, 1996; Chen & Wang, 1987).

We have conducted numerous experiments on these methods
and compared their advantages as well as disadvantages. The re-
sults show that ridge trace method is quite time-consuming and of
low fitting accuracy. The GCV method is a bit better than the ridge
trace method but its computation efficiency is comparatively low.
The method of L-curve is speedy and the fitting accuracy of its
solution is higher than the ridge trace and GCV methods. The un-
biased ICCV method can provide the highest fitting accuracy but it
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strongly depends on the initial value of solution and usually takes
a long computation time. So we proposed a new approach which
combines the biased L-curve ridge estimation and the unbiased
ICCV method. According the new approach, a sub-optimal solution
is firstly obtained by using the L-curve ridge estimation, and then
the solution is provided as the initial solution for the ICCV method
to start the iterations to obtain the final unbiased result. Thus, the
advantages of both methods can be exploited together and the un-
biased solution of high precision can be gained within a short com-
puting time. The feasibility and effectiveness of this approach have
been demonstrated in our recent study (Zhang, et al., 2011).

2.2.3  Refinement of RFM model

The objective of building RFM model is to implement a high-
accuracy fitting of rigorous sensor model by the mathematical
function of general form. Therefore, when rigorous model has sys-
tematic error in geometric positioning, the RFM model established
will also have the same error. In order to assure the high accuracy
of geometric positioning of SAR image, ground control points have
to be used to carry out the refinement of RFM model and eliminate
the adverse effect of such systematic error.

The refinement of RFM model usually does not directly correct
RFM model’s parameters, but is carried out in an indirect way. For
a given ground point with known geographic coordinates, the cor-
responding image coordinates are firstly determined using RFM
model. Then corrections will be made on the image coordinates
using an additional mathematic transformation, e.g. affine trans-
formation, to move it to the real position in image space. The pa-
rameter for the mathematic transformation is estimated from a few
control points (Wang, 1987; Wang, et al., 2001).

The general form of affine transformation in image space is
defined as below.

Q)

{y:eoJrel ‘rte,-c
x=fo+fir+f,c
where (x, y) is the measured image coordinates of control point,
(r, ¢) is the image coordinates determined by the RFM model, e,
and f; (i=0,1,2) are the coefficients of affine transformation in
image space and is estimated by using least squares adjustment.
Affine transformation is a linear model, so the calculation of its
parameters does not need initial values.

3 EXPERIMENTAL RESULTS AND ANALYSES
3.1 Evaluation of RFM model solution

In order to evaluate the fitting accuracy of the RFM model us-
ing the proposed method with respect to the rigorous RD model, a
check point grid must be established to calculate statistical errors.
The procedure of establishing check point grid is the same as that
of setting up the control point grid, and they must be mutually in-
dependent. The statistical index used includes maximum absolute
error (MAE) and root-mean- square error (RMSE).

Five different spaceborne SAR datasets of standard Stripmap-
mode single-look complex product have been taken as test data.
They cover various test areas of different terrain conditions, includ-
ing Tai’an, Three Gorges and Shanghai of China, and Waterloo of
Canada.

In our experiments the sizes of control point grid and check

point grid were set as 10x10x7 and 20x20x14, respectively. Table 1
lists the fitting accuracies of those RFM model built with reference
to the RD model. It can be seen that the RFM model can fit well
to the RD model and the fitting error is usually within 0.01 pixels,
implying that it can effectively replace RD model in the geometric
processing of SAR image. Meanwhile, under the same experimen-
tal conditions, the fitting accuracy of RFM model in plain area is
obviously better than those in mountainous area. This means that
building the RFM model for SAR image of mountainous area usu-
ally requires more altitude layers than that in plain areas.

Table 1 Fitting accuracy of RFM solutions for different SAR da-

tasets (unit: 10~ pixels)

for CNP for CKP
Sensor type Region

MAE RMSE MAE RMSE

ENVISAT ASAR Tai’an, China 0469 0.148  2.070 0.228
ALOS PALSAR  Three Gorges, China  0.122  0.078  2.860 0.434
COSMO-SkyMed Shanghai, China 0.173  0.047  0.360 0.061
RADARSAT-2 Waterloo, Canada 0.242  0.090 0.673  0.105
TerraSAR-X Three Gorges, China  0.267  0.122 9.000 1.890

3.2 RFM model used for geometric correction of
SAR image

In this experiment the ENVISAT ASAR image covering Tai’an,
China was taken as the test data. It is acquired from a descending
orbit on Nov. 21%, 2004. The DEM data used for geometric correc-
tion is the freely available ASTER GDEM of 1 arc-second resolu-
tion (about 30 m) jointly released by METI and NASA.

Fig. 1 is the result of geometric correction using the RFM
model. It can be seen that in the corrected image ground features
such as cities, roads, mountains and rivers are clearly visible.
The inherent geometric distortion characteristics in SAR im-
age over mountainous area, such as foreshortening, layover and
shadow, have been partially compensated, which is beneficial
for non-expert users to understand SAR image and extract the-

matic information.

Fig. I Geocoded Envisat ASAR image of Tai’an, China
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In addition, to quantitatively evaluate the absolute positioning
accuracy of the geocoded SAR image, we carried out an analysis
in which the outcome image was superimposed to an orthorectified
Landsat5 TM image acquired on Sep. 23™, 2006. It is easy to find
that the result of SAR geocoding keeps a high location accuracy in
the Northing direction with the error within 2 pixels, while a signif-
icant difference exists in the Easting direction with the largest error
as high as 5 to 6 pixels. This is mainly due to the range propagation
delay induced by atmospheric disturbances. Fig. 2 illustrates a few
local areas where such difference can be seen intuitively. To elimi-
nate this systematic error, we use a few control points to conduct
refinement of the RFM model.

Fig. 2 The geocoded Envisat ASAR image superimposed to the
orthorectified Landsat5 TM image

As there is no actually measured ground control point available,
10 pairs of tie-point were manually identified from the geocoded
SAR image and TM image, and their coordinates in the two images
were extracted. Then the parameters of the affine transformation
model were estimated using least squares adjustment.

Fig. 3 shows the details of misalignment at two local areas before
and after RFM model refinement. It is found by visual interpretation
that the systematic error of RFM model has been effectively removed
and a higher absolute geolocation accuracy was obtained.

In order to perform further quantitative analysis on the position-
ing accuracy of the geocoded SAR image, another 10 pairs of tie-
points were identified from the geocoded SAR image and TM
image to act as the check points. These check points were collected
in the same way as that for the control points, and they were inde-
pendent of each other. Fig. 4 shows the spatial distribution of all the
identified tie-points. The green triangle stands for control point and
the red cross points reprsent check point. Table 2 lists the WGS84/
UTM coordinates and residual positioning error at the check points
in the geocoded SAR images before and after model refinement
with respect to the TM image.

It can be seen from Table 2 that for the geocoded SAR image
before model refinement, the largest positioning errors are as high
as 18 m and 154 m in Northing and Easting directions, respectively.
By comparison, such errors in the geocoded SAR image after
model refinement were greatly reduced to about 11 m and 28 m,
respectively. Positioning accuracy was improved substantially.

Thus this experiment fully states the necessity and effectiveness of
carrying out refinement for the RFM model.

(a) Local area 1

(b) Local area 2

Fig. 3 Misalignments between geocoded SAR and TM
images before and after RFM model refinement

A Control points

4+ Check points

Fig. 4 Distribution of control points and
check points
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Table 2 Comparison of geolocation accuracies before and after the refinement

/m

before affine transformation

after affine transformation

Point TM image coordinate
index ASAR image coordinate Residual error ASAR image coordinate Residual error
X Y X Y X Y X Y X Y
1 497389.69 4069180.31 497503.36 4069186.91 113.66 6.59 497398.95 4069191.73 9.26 11.42
2 540586.88 4058255.63 540441.68 4058269.72  —145.19 14.09 540559.23 4058244.47  -27.65 -11.15
3 545360.63 4058701.88 545514.93 4058694.29 15431 -7.59 545371.32 4058697.45 10.69 —4.42
4 545478.75 4060886.25 545343.75 4060886.25  —135.00 0.00 545456.88 4060891.88  —21.88 5.63
5 547642.50 3975483.75 547714.40 3975496.99 71.90 13.24 547626.49 3975481.54  -16.01 -2.21
6 500906.25 4004426.25 500996.44 4004431.29 90.19 5.04 500917.95 4004431.29 11.70 5.04
7 460445.63 4004446.88 460531.52 4004437.08 8589  -9.79 460443.60 4004448.67 -2.03 1.79
8 552255.00 4028910.00 552384.94 4028892.03 129.94  -17.97 552259.35 4028912.06 435 2.06
9 510461.25 4032618.75 510536.91 4032602.95 75.66  —15.80 510474.11 4032626.11 12.86 7.36
10 458135.63 4028934.38 458223.72 4028926.79 88.09  -7.59 458151.50 4028930.65 15.88 -3.73

Another fact worth pointing out is that the procedure of ASAR
image geocoding only costs 4 min when using RFM model, while
the computation time cost will be as high as 41 min when using the
rigorous RD model.

3.3 Brief Summary

The above experimental result shows that the RFM model for
spaceborne SAR image can achieve high fitting accuracy with ref-
erence to the rigorous RD model and its time cost when applied to
geocoding is far less than that of using RD model. Therefore, RFM
model can be used as an effective replacement of RD model and
be applied in the geometric processing of spaceborne SAR images.
On the other hand, as RFM model has systematic error in absolute
positioning, a few ground control points are required to conduct
refinement of the RFM model and thus greatly improving the abso-
lute positioning accuracy.

4 CONCLUSIONS AND DISCUSSION

In this paper, the methodology of building RFM model for
spaceborne SAR image data and its application in SAR image
geocoding are investigated, and the following two conclusions are
obtained:

(1) RFM model is suitable for geometric processing of space-
borne SAR images acquired by various sensors, and its planimetric
fitting accuracy with respect to the rigorous RD model is usually
better than 0.01 pixels. On the other hand, the computation time
cost of SAR image geocoding using the RFM model is far less than
that of using the RD model. Therefore, RFM model can be used as
an effective replacement of RD model to be applied in the fast geo-
metric processing of spaceborne SAR image.

(2) As the RD model usually has absolute positioning error,
the RFM model built from the RD model will also have the same
error, which may cause significant positioning deviation from the
true geographic location in the geocoded SAR image. To solve
this problem, a few control points are needed to establish an affine
transformation to further refine the positioning result with the RFM
model. The experimental result shows that the absolute positioning
accuracy can be greatly improved with the model refinement.

However, it is noticeable that the control points in our study are
chosen manually and thus they are of limited precision. If accurate

measured ground control points of higher precision are available
and used, the absolute positioning accuracy of the final result will
be improved further.
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HuTAT S AR bR, B R, p,
TRk, HACER B

)

p(PLHY =YY 4 PUH =ay+aL+a,P+

i=0 j=0 k=0
a,H +a,PL+ a,LH +a,PH +a,L’ +
a,P*+a,H’+a,,PLH +a, L'+ a,,P’L+
a,LH® +a,,PL’ +a, P’ +a,,PH" +

a,l’H +a,P’H +a,,H’ )

XA, a (20, 1, -, 192 ST AL, FRO9A B

B ZBRPC(Rational Polynomial Coefficient), “H{#ilE
BRE A —2hE, P22 300 b ) B0 2 4

e BUE R 1o
2.2 RFME#EB—ERIE

REMAEARY A a7 i BRI G 3 E 2P IR 510 A
M RGBT, REMASE RS 2285000 SR i AR FMA Y ()15
JreaE . Horp, REMAR Y 45 5 ol 1 7 22 fif FH b 1
il . GCPs.,
221 EBIEHSEN

TET 2 G A IR LR, SR TC R
KA B AR W ) 7 A3 (RIS FE N R AN [
) AR A B A, Il ™ I RDAAY
SRAGEXT I SR A bR o 3K A7 2 s ] R RO
PRy Y N e = S i e N R 1 e S N
FIRFMAERY | /2393 Ak o
2.2.2 RFMIEZISEK AR

FEFE o S A B SEAN N r RR, dlaoR ARk
DI E R HISHERPC, (RIS A, it
L, SN 53 58 {r, ¢, Py Ly HY (=1, 2, +++, n),
g3k AR~ =X

A=WBX—- WI 3)

A, AFTRWI R ZE [0, XERR TR 78RS
AN, BREK/INA2nATT8N ) REGER, DEK
JINR2n R A [ 4, WORAERE, — I BT
M, Fn 2 WA AR E AR ] o
MR AR 28 B %) fr /N — e V22 IR BRAS 275 7 RE I «
X = (B'WB)'B'WL 4

YREMALER H = B ), 75 258 0 R
SRR T84, TR HATIS T, AaffEdES
BAL I IR) S, SO AR BT B 4B 1R R
iR EN RS AN RRE, SRS BRI
MREEIRE . B, P A 7 7 ]8R K
RFEMAE R ZHUT) O

WA R GR Ak AW AR
AT B IEEA . TR SR AR
JEXTEHR R R X 26T N L RRZ A S E N
B, AN I BRIE RS, IR BIERAS
FOERRI H Y. ISSE DA RIS A THE O
[, FHAf DR T A AR vk . LT 2k R 38
SRR o G I A R AN AR 1 R AR O
RIOHTEE T, SR A R a8 i 15 3055 JT I %
BCIUFF 5 2 W BARE AR 4175 2% LUF SCilk(Hansen,
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1992; HansenflIO’Leary, 1993; Golub 21979,
Hanssen#lIKampes, 2008; Okamoto, 1999; Toutin,
1996; Bifff A ErAEE, 1987),

FATRF X BETFVESEAT 7RI, A T EATH
DLk SEIRAE R, e kA 2 9 I EURS A
R, T SO SUSUEVA NG LW G T v (E 58 R AT
et , Lok s AR, RSB T vk T
TR, BRI 145 R B fe e, (HICRR
LRI EL IR AwO R TEy (% /N = X1 ) 151 S
FRATTHRE ST — 0 R FHL 2R A 1 RN % 46 1E 24
EHZS SR, BER L2 A 1145 20
WAL, SRE AHAE A IE AR, A&
AR BIRALEIR . XFE, PIRIERMIL AT LSS &
e, FELARD RTINS [R] 153 ks B i el ko X Fh
T3 B A AT PR R E RN T Z BT AT 58 h E A5 2
5Z(Zhang 4§, 2011)

2.2.3 RFMERREHHIE

REMBE YA 52 LASE T 20 eR B0 Bx ™
B UGN AR BRI RS B A, AL 2 AR A
TERGVER I UAE AR 2L, gt s FRFMAR AL 2%
BAFMERMIRZE, A T IRIESARZAGI LR IESS R H
AR WPRTRE IR I 5 ] OR X REMAR B A 7
BITHIE, THERIX AN RGERZE AR, X LE 3 ]
P AU ST iR REMAR AR At Pl el P )4 1

REMAERL 575 OE S BN BB IERFMA Y
ZH, MRXREME R34S H 19805 A bR, R —
AR B A e, A7 S AR ok i B S Y
B ARAR b, X B R ) AR e SR /D e T
ORGSR (CERME, 1987, FHM %, 2001),

FERARAR 7 25 8] EoE U578 8

y=et+e r+e,-c

{x:fo+fl~r+f2~c
R, () REOR AERAR R AR (o
ARAERFMAR Y Hy 5 i 5 A A 345 B A 4507 A
b, eMlfi(i=0,1,2) R AR H R S8, R
Ff/ N V- 225K ARG 2 . 5 S AR B 2 PERRAY, [A]
WSR2 BN T EHIME

)

3 SLEEER ST
3.1 RFMEERISEK RS ETE
VA AR SCHEE ST O REMAR LA X T 7 85 AU R DAL

RUILE RS, BT RS ORI RS TR 2E . K
A S R 1 37 7 v 5 REM B JIT FH 428 1 A 4% 19 A
[, ZHAMEMST . MHNSETEN TR i R4
XHERZEMAERIF 7l i% 22 RMSE

AT TSP B £ Z SARE G, Bk
Sl AL BUSLCHAR™ it o S50 X MR R A 1
JESA X, Hf o5 rh E 2L . =k IR
JIENSHEL /IR

SR SR A ) S A 10 x 10 x 7 (ZKEH8 K
INHT0x 10, ERBESERTIZ), K S WY
20 x 20 x 14, F1FNH T F0AS R K i 1 FIRFM
BRSO T RO LA KGR . INFrP il LIA
., REMAL BRI RDAC R B AR 47 i S5 4G B, 1R
ZEHBIE0.01I MR ZEZ N, T LA & A RDAL Y H
SARGAZIUMT AL, [RI, FERIFEMISER AT, F
Jir bl XA REMASE R ADL5 8 BE I A T L X, 3 Bk
£ X SARFZAR I RFM AR H 75 22 {1 LL T [
X 2 1) e R )2 A

F1 AEISAREGEIENRFVAEE! {3l &5 E/(10 1% T)
ELTTT= R AT 5,
MAE RMSE MAE RMSE

RASARIEEAS  URIXI

ENVISAT ASAR ~ "EZE% 0469 0.148  2.070  0.228

ALOS PALSAR W=k  0.122 0.078 2860 0.434
COSMO-SkyMed " i 0.173  0.047  0.360  0.061
RADARSAT-2 & KWELS 0242 0.090  0.673  0.105

TerraSAR-X o =k 0.267  0.122 9.000  1.890

3.2 FARFM#ER#HITSARS G LR IE LG

S VI 55 4R 4 B Envisat ASARSZAGAE N
SCIVBOE, GRS IMS, % H 5 42004-11-21
FHTJLfaI 4% IF I DEM L HE W ERSDACHINASA 7 2% &
A3 1R 23 %2930 m)HYASTER GDEM,,

P L SE IR 2000 3 T REMAR R Ll 12 1E A 45
B, ATUE BRI G AR . s, AR
TLAFUE AT L, SARGEASAE L IX [& 4 1B s . &
FERBAR U AR R AFAS 2] T A SR FE, B
A MBS B ) EAR R T e b, AT
— B P X RAAR A R L R R BB

WAL, R T R REMAL Y JLAa 5 0F 25 SR 1
Y X ENRE L, TRATHE X IR 25 AR 5 W] L [X 2006~
09-233k By Landsats TMIESH LG HEAT T &40 H7 .
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K1  Z=ZCEnvisat ASARFEAG ) LA 4 1E 45 5

AMER I, REMBERY LA E G5 SR AEAT J5 1] AR 45
TR ARSI, RE—BAE—TAMEICZ N, 7S
D FA B RS, ZFERRMHIXATIAR]S . 6
AMETT . X NTREFE R TR ) A RAEARIER
PS4 TR, AT A F
XS, HTHBRIXF RS2, BATR AN
Xt REMAR Y HEA 74505 BCIE Y 05 ke . A 46, X e
AR HREMIEAT LT AL IE AL BYAYH T4 min, 5
il ™% A RDASE AL A BEAE 2% (1941 mind¥ a1 ff B
XL o

REM 145 21 1F 75 245 ] s SR 0 AR ¥ S8,
] Sy I S0 o T4 o SO, A SCR AT TaE 507 =X

€2 Envisat ASARM IF51% 5 Landsat5 TMIE
FHEAGE IR S Ry E

TEHU T 104N 24 s A 45l i, ZETMOE ST AR A
JRIR ASARGEAZR L4y B BUE T T & 26 5 Mt 1515,
H1 22 25 )% FIDEM i FE AR 5 R F MR R SR 156 1E s 1 5%
BATHNVS, AT 55 PR A R AR AR T 95 FEAE R
25, DA SO SR (5 SR 7, SR N
P RAHTHT B SHL

I35 T8 5 BE T R 1 A JR) 8 4 1 X6 L
Kl HRH AR, 2507 doE vl LA s £ B
REMSERIY R G2, 19805 8 i 4 X RS IEAS B2 .

H T it — e AT 4 i REMASE AL L] 4% 1E Y
SR SARMARIE KT EE , FRATLATMIE S S8 1E R
I, NHEHCT 1047 [F] 44 M) s HEA TG A LUK
Bl 4JE X SO R 24w B B AR B, F028H T8
IEHTE SARJUMT AL IE 28 5 TMIE SR 1 [] 44 s
WGS84/ UTMALFRFIE (5% 25 o

MR AT LI B, 407 BOE TR LA 528
FXT T TMIES SR, 72477 ) b fe KoE frik 25 -

() JRIH X IH1

(b) JR k2
P3 AR T Jay B XSG R LE I B 20 4 L 4
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A PR

P4 REEET S RIS 2 £ A1 4]
18 m, FJ7 MR KIRZEL N 154 m, FEF)J5 1 b A7
TERCRI RGP . GBI diE s, 7EA107 1 i

+ Kt

FRRIRZEWIN A1 m, BT 1) L A E KR 22 W e
REBIZ928 m, EAKTEW RS . ke il 1t
REMMBERU A TR 7 B3O A EEAPE AT R

3.3 N

RS R KN, RESAREILMRFMAE A
XTRDFAY E AR m (ARG, JF HAE R T LA
T TE B JUT A6 2 1) B () B2 e /N FRDA RS, PRl RFM
B AT AR A % RDASE AL ) — Fpog 2048, 59—,
HTFRFMEEIAEAE R Gu 125, PrATE S| A /D i
T T 5 S REMA R A T4 7 BOE DT 4k 35 42
JURIREIESS FSAAR B A XT38 LA FE o

4 4 ik

AR SR REMASE B R T S AR SEAG B A TLART 4k 1
(77 1 SR HEATOTSE , A3 LR P 28

R2 BAYESBE/VARKESAREEEMBEITNER /m
- 14T TR BIEE R
TMIEST 2R AL bR - =
P ASARFZAR AT FRANIRZE ASARFEAR AR AR ZE
X Y X y X Y X y X Y
1 497389.69 4069180.31 49750336 406918691  113.66 6.59 49739895 406919173 926  11.42
2 540586.88 4058255.63 540441.68  4058269.72 -145.19  14.09 54055923 405824447 -27.65 -11.15
3 545360.63 4058701.88 54551493 4058694.29 15431  -7.59 54537132 405869745 1069  -4.42
4 545478.75 4060886.25 54534375 406088625 —135.00 0.00  545456.88  4060891.88 -21.88  5.63
5 547642.50 3975483.75 54771440 397549699 7190 1324 54762649 397548154 -1601  -2.21
6 500906.25 4004426.25 500996.44  4004431.29 90.19 504  500917.95 400443129 1170 5.04
7 460445.63 4004446.88  460531.52  4004437.08 85.80  -9.79  460443.60 400444867  -2.03 1.79
8 552255.00 402891000  552384.94  4028892.03  129.94 -17.97 55225935  4028912.06 435 2.06
9 510461.25 4032618.75 510536.91  4032602.95 7566 —1580  510474.11  4032626.11 12.86 736
10 458135.63 402893438 45822372 4028926.79 88.09  -7.59  458151.50  4028930.65 1588  -3.73

(DHRFMALTY BB IE F T 45 Fh B 2 SARFL AR 3k
HURISAA% , AR T 3 RDA Y () S 1 400545 B 24
HF0.011M%Tt, 45 H T SAREAZI L #IE R RFM
B T A6 2% B A () e > T RDASE AL, K lERFM
TRV AT A Sy RDAE AL — PP oA HOSACH T 2 2KSARFY
(ST YIRS

(2)FERDAREIA B fEAE 485 E MR ZE I TE LT,

LR DAY Sy FE Al 2 57 9 REMASE Y b, 77 76 A8 7] 1) 15
2%, X SARFAAR LA IE 45 5 s 5 LS b A7
B FILTZG A E s, SR gesAs
X REMBE RIS TR0 B . SR S5 R, &t
157 BIE S B9 REMAR Y () 2 X6 5 v0kS 5 RE A5 1531 i
E

AR SCLR AT P I SO T H LR R e,
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